REPLACEMENT OF BIASED ESTIMATORS WITH UNBIASED ONES IN THE CASE OF STUDENT'S t-DISTRIBUTION AND GEARY’S KURTOSIS
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The use of biased estimators can be found in some historically and up to now important tools in statistical data analysis. In this paper their replacement with unbiased estimators at least in the case of the estimator of the population standard deviation for normal distributions is proposed. By removing the incoherence from the Student’s t-distribution caused by the biased estimator, a corrected t-distribution may be defined. Although the quantitative results in most data analysis applications are identical for the original and corrected t-distributions, the use of this last t-distribution is suggested because of its theoretical consistency. Moreover, the frequent qualitative discussion of the t-distribution has come under much criticism, because it concerns artefacts of the biased estimator. In the case of Geary’s kurtosis the same correction results have come under much criticism, because it concerns artefacts of the biased estimator. In the case of Geary’s kurtosis the same correction results (2/3) unbiased estimation of kurtosis for normally distributed data that is independent of the size of the sample. It is believed that by removing the sample-size-dependent biased feature, the applicability domain can be expanded to include small sample sizes for some normality tests.

Keywords: unbiased estimator, normal distribution, Anscombe-Glynn test, Jarque-Bera test, Bonett-Seier test

1. Introduction

The Student's t-distribution [1] is one of the most widely used statistical functions in experimental practice. It is well documented that experts active in analytical, physical and clinical chemistry, biology, agriculture, ecology, economy as well as forensic science or even legal representatives apply this tool to formulate solid statements, e.g. population means, to differentiate between two sample means, etc., which are in most cases necessarily based on a limited number of observations. Fortunately, scientists are in this respect soundly supported by a lot of textbooks, standards, software, software systems, and last but not least trained in elements of statistics. However, it should be a moral obligation to be aware of the evolution of this routinely used method, its principles and often tacitly supposed assumptions. Although not crucial in daily use, it is worthwhile to know that besides Student’s t-distribution there are different functions which may be suitable for the determination of percentiles in the same way as the t-distribution. They may differ mainly in terms of alternate estimators for the population mean and population standard deviation. An attractive variant is presented in this work emphasizing its theoretically fully consistent feature on the contrary to the Student's t-distribution.

The Student’s t-distribution corresponds to a ratio of normally distributed random variables to chi-distributed random variables (see the references in the historical review of Zabell [2]). Chi-distributed variables postulate normally distributed data as well. Gosset [1] used in his definition an estimate of the standard deviation which is biased relating the population standard deviation and even the variance in the case of normally distributed random variables as was shown earlier by Helmert [3-4]. Amazingly, when Fischer proposed a transformation of Gosset's original z variable to \[ t = z \sqrt{N-1} \] [5-6], he chose an estimate for the standard deviation which is also biased relating \( \sigma \). A corrected t-distribution is proposed that fulfills all theoretical requirements and yields a more normal distribution-like shape. It is consequently based on normal sample data and uses an unbiased estimator.

A similar correction can be applied to Geary’s kurtosis that is the ratio of the mean deviation to the standard deviation [7]. In this work the use of the correction is proposed in order to eliminate the sample-size dependency of the mean Geary’s kurtosis on normally distributed data.

Finally, some remarks are made on statistical tests based on sample-size dependent values in order to extend their applicability to small sample sizes.
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2. Theoretical Background

The square root of the mean of the square of the centred observations of the random variable, $Y$,

$$s_N = \sqrt{\frac{\sum_{i=1}^{N} (y_i - \bar{y})^2}{N}}$$

(1)

may be an estimator of the population standard deviation, $\sigma$, of a sample. $N$ is the sample size and $\bar{y}$ denotes the sample mean. Bessel pointed long before to the bias of $s_N$ and proposed:

$$s = \sqrt{\frac{\sum_{i=1}^{N} (y_i - \bar{y})^2}{N - 1}}$$

(2)

Although $s^2$ is already an unbiased estimator of the variance, $\sigma^2$, irrespective of the distribution of $Y$, the statistics $s_N$ and $s$ are both biased in terms of the standard deviation, $\sigma$. However, there is a correction [5-6, 8-9]:

$$c_d(N) = \frac{2}{N - 1} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N - 1}{2}\right)}$$

(3)

which applies to $s$ by transforming it, in the case of normally distributed variables, into an unbiased statistic:

$$s_c = \frac{s}{c_d(N)}.$$  

(4)

c$_d(N)$ follows from Helmert’s papers or Cochran’s theorem [10]. For normally distributed $Y$, $\sqrt{N-1}(s/\sigma)$ exhibits a chi distribution with $N$-1 degrees of freedom. $c_d(N)$ is the expected value of $s/\sigma$. There is a $c_d(N)$ value as well, that is equal to the expected value of $s_N/\sigma$. The correcting effect of $c_d(N)$ may be considerable for low values of $N$ (Table 1).

Table 1. Selected $c_d(N)$ corrections

<table>
<thead>
<tr>
<th>$N$</th>
<th>$c_d(N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.7979</td>
</tr>
<tr>
<td>3</td>
<td>0.8862</td>
</tr>
<tr>
<td>4</td>
<td>0.9213</td>
</tr>
<tr>
<td>5</td>
<td>0.9400</td>
</tr>
<tr>
<td>10</td>
<td>0.9727</td>
</tr>
<tr>
<td>20</td>
<td>0.9869</td>
</tr>
<tr>
<td>30</td>
<td>0.9914</td>
</tr>
</tbody>
</table>

The correction term is frequently used in Statistical Process Control (SPC) to define ±3 $\sigma$ intervals and process standard deviations that are determined for samples of different sizes.

3. Results and Discussion

3.1. Discussion of the density functions of the Student’s $t$-distribution

Let $Y$ be an independent $N(\mu, \sigma^2)$ variable. The

$$t = \frac{\bar{y} - \mu}{s/\sqrt{N}}$$

(5)

statistic exhibits the usual Student $t$-distribution with $N$-1 degrees of freedom. The density function (Eq.(6)) can be derived as the quotient of normal and chi-distributed random variables. The independency of the nominator and denominator can be shown and it is also proved by a series of theorems that $t$ defined in Eq.(5) follows a Student’s $t$-distribution with $N$-1 degrees of freedom (see the references in [2]):

$$f(t) = \frac{1}{\sqrt{\pi(N-1)}} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N - 1}{2}\right)} \left(1 + \frac{t^2}{N - 1}\right)^{-\frac{N}{2}}$$

(6)

The distribution sketched in Fig.1 is widely known and needs no comments except for its flaw: it is based on the biased statistic (Eq.(2)) for $\sigma$.

By replacing the standard deviation of the sample, $s$, in Eq.(5) with the unbiased equivalent one, $s_c$, corrected by $c_d(N)$, results in a new value:

$$t_c = \frac{\bar{y} - \mu}{s_c/\sqrt{N}},$$

(7)

and in the density function:
Table 2. Sample-size dependence of Geary’s and Pearson’s kurtosis. The $c_4(N)$-corrected Geary’s and the size-corrected Pearson’s kurtosis [11] provided the $\infty$ limit values for all sample sizes within the statistical uncertainty of the $10^5$ random samples.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Geary’s kurtosis</th>
<th>Pearson’s kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.9004</td>
<td>1.5000</td>
</tr>
<tr>
<td>4</td>
<td>0.8659</td>
<td>1.8005</td>
</tr>
<tr>
<td>5</td>
<td>0.8489</td>
<td>1.9996</td>
</tr>
<tr>
<td>6</td>
<td>0.8385</td>
<td>2.1437</td>
</tr>
<tr>
<td>7</td>
<td>0.8319</td>
<td>2.2501</td>
</tr>
<tr>
<td>8</td>
<td>0.8267</td>
<td>2.3340</td>
</tr>
<tr>
<td>9</td>
<td>0.8233</td>
<td>2.4006</td>
</tr>
<tr>
<td>10</td>
<td>0.8200</td>
<td>2.4557</td>
</tr>
<tr>
<td>20</td>
<td>0.8085</td>
<td>2.7141</td>
</tr>
<tr>
<td>50</td>
<td>0.8021</td>
<td>2.8820</td>
</tr>
<tr>
<td>100</td>
<td>0.7999</td>
<td>2.9408</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.7979</td>
<td>3.0000</td>
</tr>
</tbody>
</table>

\[
f(t_c) = \frac{1}{c_4(N)} \frac{\Gamma\left(\frac{N}{2}\right)}{(N-1)\pi \Gamma\left(\frac{N-1}{2}\right)} \left(1 + \frac{t_c^2}{c_4(N)}\right)^{-\frac{N}{2}}
\]

which is shown in Fig.2. As expected, the corrected Student’s $t$-distribution (Student’s $t$-distribution) consists of more distinct peaks, it exhibits fatter tails than the standard normal distribution, but rather oddly at its maximum, i.e. when $t_c = 0$, the value $f(t_c)$ does not depend on $N$ and is represented by the value $1/\sqrt{2\pi}$, the same as for those of normal distribution. The function $f(t_c)$ and the Student’s $t$-distribution without a doubt differ in this respect.

The obvious differences between the Student and modified Student distributions do not complicate their daily usage. The confidence intervals calculated using $s$ and $t$ or $s_c$ and $t_c$ estimators and distributions, respectively,

\[
\bar{y} \pm s_c t_{c,\alpha/2}^{\alpha/2(N-1)} / \sqrt{N} \quad \text{and} \quad \bar{y} \pm s t_{\alpha/2}^{\alpha/2(N-1)} / \sqrt{N}
\]

do not differ, because

\[
s_c t_{c,\alpha/2}^{\alpha/2(N-1)} = \frac{s}{c_4(N)} t_{\alpha/2}^{\alpha/2(N-1)} c_4(N) = s t_{\alpha/2}^{\alpha/2(N-1)}.
\]

Evidently, corresponding estimators and functions should be used.

3.2. The effect of the correction to Geary’s kurtosis

Geary’s kurtosis [7], $w_N$, is the ratio of the mean absolute deviation (MAD) to the standard deviation (Eq.(11)). It is an alternative to Pearson’s kurtosis based on the fourth moment. The expected value of Geary’s kurtosis depends on the sample size even for normally distributed data [7]. The mean values of $10^5$ random samples from standard normal distributions are shown in Table 2.

\[
w_N = \frac{1}{N} \sum_{i=1}^{N} |y_i - \bar{y}| / s_N
\]

If the $c_4(N)$ corrections (Table 1) are applied during the calculation of the nominator of the ratio as $w_N,corr = w_N c_4(N)$, the expected value of the kurtosis is $(2/\pi)^{1/2}$ for all sample sizes. This means that the platykurtic and the leptokurtic features of a sample can be found without searching for the size-dependent dividing value in tables.

3.3. Sample-size bias in statistical tests

Geary’s kurtosis and its transformed values are used in normality tests due to their enhanced sensitivity to some leptokurtic deviations from normality [12]. Contrary to the case of the Student’s $t$-distribution, where the correction has no effect on the $t$-test, here the effect of the correction is not cancelled. Generally, the size dependence decreases the performance of the tests for small sample sizes. This feature is interpreted by users as a recommendation that the tests are unsuitable for small sample sizes. In the same way, neglect of sample-size dependence is applicable in tests where Pearson’s kurtosis is used. The calculated mean value of Pearson’s kurtosis is shown in Table 2 but its convergence is rather weak to the theoretical value of 3. It should be noted here that the sample-size unbiased estimator of kurtosis can be easily calculated [11].
Table 3. Sample-size dependence of five normality tests based on unbiased or sample-size-dependent biased estimators. The numbers show the ratio of the rejected null hypotheses to all trials at a significance level of 0.05 from 10^5 random samples.

<table>
<thead>
<tr>
<th>N</th>
<th>Shapiro-Wilk</th>
<th>D’ Agostino</th>
<th>Anscombe-Glynn</th>
<th>Bonett-Seier</th>
<th>Jarque-Bera</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0502</td>
<td>0.0576</td>
<td>0.0536</td>
<td>0.0505</td>
<td>0.0507</td>
</tr>
<tr>
<td>5</td>
<td>0.0521</td>
<td>0.0677</td>
<td>0.0635</td>
<td>0.0505</td>
<td>0.0507</td>
</tr>
<tr>
<td>6</td>
<td>0.0477</td>
<td>0.0189</td>
<td>0.0234</td>
<td>0.0492</td>
<td>0.0505</td>
</tr>
<tr>
<td>7</td>
<td>0.0492</td>
<td>0.0343</td>
<td>0.0365</td>
<td>0.0365</td>
<td>0.0365</td>
</tr>
<tr>
<td>8</td>
<td>0.0505</td>
<td>0.0365</td>
<td>0.0365</td>
<td>0.0365</td>
<td>0.0365</td>
</tr>
<tr>
<td>9</td>
<td>0.0507</td>
<td>0.0538</td>
<td>0.0569</td>
<td>0.0390</td>
<td>0.00024</td>
</tr>
<tr>
<td>10</td>
<td>0.0498</td>
<td>0.0528</td>
<td>0.0394</td>
<td>0.0417</td>
<td>0.0058</td>
</tr>
<tr>
<td>20</td>
<td>0.0497</td>
<td>0.0525</td>
<td>0.0406</td>
<td>0.0421</td>
<td>0.0089</td>
</tr>
<tr>
<td>50</td>
<td>0.0498</td>
<td>0.0500</td>
<td>0.0466</td>
<td>0.0470</td>
<td>0.0241</td>
</tr>
<tr>
<td>100</td>
<td>0.0499</td>
<td>0.0493</td>
<td>0.0533</td>
<td>0.0490</td>
<td>0.0368</td>
</tr>
</tbody>
</table>

In Table 3 the type-I error of some normality tests calculated on 10^5 standard normal samples is shown. In the calculation the ‘moments’ package in R was used [13]. Table 3 contains the ratio of the samples to all samples where the H_0 hypothesis of normality was rejected at the significance level of 0.05. The Shapiro-Wilk method [14] uses the ratio of two unbiased estimators of the variance, and is suitable for all data sizes. The skewness test of D’Agostino [15] slightly overestimates the number of rejected cases. It is based on the normalized third-order central moment definition of skewness, where the expected value is estimated without bias. The Anscombe-Glynn [16] test applies Pearson’s kurtosis without size correction using a biased estimation of normally distributed data. The Bonett-Seier [12] test shown here uses Geary’s kurtosis and the Jarque-Bera test [17] combines skewness and Pearson’s kurtosis. The performance of the last three tests was rather weak for small sample sizes, whereof one cause might be the lack of correction for small sample sizes even for normally distributed data. These tests are usually only recommended for medium and large sample sizes. The correction should extend the applicability domain to small sample sizes. Of course, the type-I error of normally distributed data is only one narrow aspect of a test, detailed analysis should be performed to investigate the effect of correction on many distributions, like, e.g. in ref. [12].

4. Conclusion

Nowadays, data are evaluated by computers and biased estimators can be replaced by unbiased ones, even if their calculation schemes are complex.

It has been shown that, in terms of Student’s t-distributions, to decide upon the confidences of statistics one has two functions which are completely equivalent as far as practical applicability is concerned. They can, however, be distinguished theoretically. The assertion that only the unbiased estimator should be recognized as the correct one implies the use of the corrected Student’s t-distribution, \( t_0 \). In that case the known shape of the Student’s t-distribution may be labelled as an artefact and the usual application of the Student’s t-distribution as a production of “correct numbers by an incoherent theory”.

In the case of Geary’s kurtosis, the correction removes the sample-size dependence from the expected value. This change of distinguishing platykurtic or leptokurtic features of the sample is simpler than using the original version of Geary’s kurtosis. Furthermore, subtracting \((2/\pi)^{1/2}\) results in a number to be interpreted in a similar way to the excess kurtosis obtained by subtracting 3 from the Pearson’s kurtosis.

As a further study, the use of unbiased/sample-size-dependent corrections to extend the applicability domain to small sample sizes in the case of normality tests is recommended. It is believed that the use of biased estimators was acceptable before the age of computers and a systematic change to unbiased ones might be necessary in terms of statistics and standards with regard to industrial processes.
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